Copper polishing in rotary chemical mechanical planarization (CMP) tools is an important step in the production of copper interconnects using the dual-damascence process. It has been observed that the polish rate of copper is highly sensitive to temperature, with an activation energy on the order of 0.5-0.6 eV.1,2 This indicates that the polish rate of copper is highly sensitive to temperature, with particular conditions of sliding as well as the thermal conductivities of the materials involved.3 Because heat loss is part of the energy balance for the wafer, factors that alter wafer cooling are also important. In particular, it is shown that increasing the slurry flow rate can lower the wafer temperature and reduce removal rate. Similarly, at a fixed power input, increasing the sliding speed can also reduce the polish rate through increased convective cooling of the wafer. All these effects can occur under otherwise constant tribological conditions, and large differences in rate are possible at constant values of $p \times V$.

**Experimental**

Experiments were performed on a scaled version of a Speedfam-IPEC 472 polisher using Rodel’s IC-1000 k-groove pads and Fujimi’s PL-7102 copper slurry containing hydrogen peroxide as the oxidant. To measure the shear force between the pad and the wafer during polish, a sliding table was placed underneath the polisher. The sliding table consists of a bottom and a top plate that the polisher is coupled to. As the wafer and pad are engaged, the top plate slides with respect to the bottom plate in only one direction due to friction between the pad and wafer. The degree of sliding is quantified by the relative sliding velocity ($V$) between the pad and wafer, and the kinetic coefficient of friction (COF) $\mu_k(t)$ that is interpolated linearly from COF data. The product $\mu_k(t)pV$ is the total power per unit area dissipated by friction by the wafer, pad, and slurry. Less well recognized is that this power may be partitioned unequally, providing more or less heating of the wafer depending on the tribological conditions as well as the thermal conductivities of the materials involved.3 Because heat loss is part of the energy balance for the wafer, factors that alter wafer cooling are also important. In particular, it is shown that increasing the slurry flow rate can lower the wafer temperature and reduce removal rate. Similarly, at a fixed power input, increasing the sliding speed can also reduce the polish rate through increased convective cooling of the wafer. All these effects can occur under otherwise constant tribological conditions, and large differences in rate are possible at constant values of $p \times V$.

Figure 1 shows the Stribeck curves associated with the two flow rates. Over the range of Sommerfeld numbers considered, both Stribeck curves have slopes that are nearly zero. This implies that the tribological (wear) mechanism across the range of Sommerfeld
numbers investigated is the same in both cases. The mean COF at 80 cc/min is 0.517, while at 140 cc/min, it is only slightly lower at 0.491. COFs of this magnitude, coupled with the relatively flat shape of the Stribeck curves, indicate the tribological mechanism to be that of "boundary lubrication" in which abrasive particles, pad asperities, and the surface of the wafer are all in direct contact with one another.

Figure 2 shows that at a constant wafer pressure and relative pad-wafer velocity, increasing the slurry flow rate from 80 to 140 cc/min reduces COF. This observation, coupled with the fact that slurry flow rate does not affect the lubrication mechanism, is significant because it shows that slurry flow rate can be used to modulate average COF without changing the lubrication mechanism. This is the key to isolating and studying the effect of COF on removal rate without having to worry about potential changes in the lubrication characteristics of the process with changes in flow rate.

Throughout the course of this study, removal rate data is represented in two ways. First, as in the case of Fig. 3, removal rate is plotted as a function of \( p \times V \). Results indicate that copper removal is faster at 80 compared to 140 cc/min. The increase in removal rate at the lower flow rate is as much as 15%. In Fig. 3, the three left-hand-most pairs of data points were taken at a relative pad-wafer velocity of 0.31 m/s. The middle three pairs corresponded to 0.62 m/s, while the three right-hand-most pairs of data points were taken at 1.09 m/s. The most intriguing feature of Fig. 3 occurs in the region corresponding to a \( p \times V \) value of about 11,000 Pa m/s (W/m²), which coincides with the transition from 2.5 psi to 0.62 m/s to 1.5 psi and 1.09 m/s. In this region, as indicated in Fig. 1, the tribological mechanism and the COF are also nearly constant, yet according to Fig. 3, there is a notable drop in the removal rate at the higher velocity at both flow rates. This drop is more pronounced at higher flow rate. The reason for this observed non-Prestonian behavior is discussed later in this article by using appropriate thermal and reaction rate models.

The pad temperature transient measured by the IR camera corresponding to a slurry flow rate of 80 cc/min is shown in Fig. 4. Pad temperature transient for a given polishing run is defined as the difference between the average temperature of the pad at the end of the 75 s polishing interval and the average temperature of the pad at the beginning of the process. It can be seen that at the highest value of \( p \times V \), the pad temperature increases by more than 6°C, while at the lowest value of \( p \times V \), pad temperature remains nearly the same throughout the polish process. As a general trend, real-time thermal mapping of the pad surface indicated a rise in the average pad temperature with increasing values of \( p \times V \).

Results show that pad temperature, slurry flow rate, and removal rate are all interrelated. In Fig. 5, removal rate data is plotted as a function of \( 1/kT_p \), where \( k \) is Boltzmann's constant and \( T_p \) is the mean pad temperature taken collectively over time at five sample points at the leading edge of the wafer. Again a reduction in removal rate is observed as flow rate is increased, and except at 1.09 m/s, the reduction in removal rate is actually associated with a slight increase in the mean leading edge pad temperature. Thus, the pad temperature is not necessarily a good indicator of the observed trends in removal rate. For a given slurry flow rate, the scatter in the data points shown in Fig. 5, as well as the apparent departure from a classical Arrhenius relationship (i.e., the lack of a constant slope which would be indicative of the activation energy) is due to the
dependence of removal rate on $1/kT$ (a thermal factor), as well as on $p \times V$ (a mechanical factor). In all cases the mean pad temperature is different from the mean wafer temperature, thus necessitating the construction of reliable thermal and reaction rate models in order to explain the observed trends in removal rate.

Thermal and Reaction Rate Models

**Thermal model.**—Thermal analysis of the experimental data was performed with a model described in Ref. 6, in which the emphasis was on the thermal modeling of the pad. The schematic graph of the thermal model and its associated overall energy balance is shown in Fig. 6. Focusing on the wafer, the heat flux $\mu_k(t)pV$ due to friction is partitioned between the wafer and pad with the fraction

$$\gamma_w = \frac{k_w}{k_w + 0.627k D}$$

entering the wafer. In Eq. 1, $k_w$ is an effective thermal conductivity associated with the wafer (which may depend on the surface layers present), $k$ and $D$ are the thermal conductivity and thermal diffusivity of the pad, respectively, $V$ is the relative sliding speed, and $r_w$ is the wafer radius. The heat flux into the wafer is

$$\frac{\partial T_w}{\partial z} = \gamma_w \mu_k(t)pV - h_{ws}(T_w - T_s)$$

where $T_w$ is the local wafer temperature, $T_s$ is the local slurry temperature, and $h_{ws}$ is a heat-transfer coefficient for exchange between the wafer and slurry. From Eq. 1 and 2, it may be seen that an increase in the sliding speed $V$ results in a decrease in the heat partition fraction and therefore a decline in the fraction of the total heat flux to the wafer. The slurry temperature field $T_s$ in Eq. 2 is determined by the general model described in Ref. 6. In this model, the slurry exchanges heat with the pad, wafer, and air and convects it radially outward from the center of the pad with velocity.

Figure 6. Thermal model and its associated energy balance.

Figure 7. (a) Ambient temperatures estimated from IR thermal measurements. (b) Comparison of calculated and measured mean pad temperatures near the leading edge of the wafer.

Figure 8. Estimated mean wafer temperatures corresponding to (○) 80 and (□) 140 cc/min.

Figure 9. Removal rates vs. $1/kT$, where $T$ is the mean pad temperature at the leading edge of the wafer.
Reaction rate model.—In this report, copper removal rate can be described well by a subset of the Langmuir-Hinshelwood model in Ref. 7, summarized below. In this model, \( n \) moles of an unspecified reactant \( R \) in the slurry react at a rate \( k_1 \) with the copper film on the wafer to form a product layer \( L \) on the surface

\[
Cu + nR \rightarrow L
\]

The reacted layer is then removed by mechanical abrasion with a rate \( k_2 \)

\[
k_2 \quad L \rightarrow \text{removed}
\]

The abraded material \( L \) is carried away by the slurry and is not redeposited. The local removal rate in this sequential mechanism is

\[
RR = \frac{M_w}{\rho} \frac{k_1 C}{1 + \frac{k_1 C}{k_2}}
\]

where \( M_w \) is the molecular weight of copper, \( \rho \) is the density, and \( C \) is the local molar concentration of reactant. It is assumed that there is little reactant depletion so that \( C \) remains constant. This allows \( C \) to be absorbed into \( k_1 \) and be set to unity. In Eq. 6, the rate of the chemical reaction is expressed as \( k_1 = A \exp(-E/kT_w) \) with \( C = 1 \). Assuming that the mechanical removal rate is proportional to \( p \times V \), then \( k_2 = c_1 p V \), where \( c_1 \) is an assumed proportionality constant. In the mechanically limited extreme, the polish rate is

\[
RR = (M_w c_1/p) p V
\]

and in the opposite limit it is

\[
RR = (M_w/p) k_1.
\]

It is important to note the physical dependence of the variables in the removal rate law (Eq. 5) with this choice of \( k_1 \) and \( k_2 \). While the experimental value of \( p \times V \) can be chosen at will, the local wafer temperature \( T_w \) cannot because it is a function of \( p \times V \) through the boundary condition expressed by Eq. 2. \( T_w \) is also independently influenced by COF, \( \gamma_w \), the slurry temperature, and the wafer-slurry heat-transfer coefficient, so that \( p \times V \) does not completely determine the wafer temperature.

Comparison of Theory and Experiments

The calibration of the thermal model for copper polishing and comparisons of pad temperature histories predicted by the model with measured pad temperatures, including thermal effects from \textit{in situ} conditioning, are described in Ref. 8. This model in turn is a slight reparameterization of the same model for oxide polish.\(^6\) In the present analysis, the important parameters involve the heat partition fraction in Eq. 1 for which the value of \( \kappa_w = 217 \text{ W/m K} \) was chosen (vs. the value of 124 for silicon, and 385 for pure copper) in Ref. 8, and the wafer-slurry heat-transfer coefficient in Eq. 3, which was estimated as 762 W/m\(^2\)\(^\circ\)C at 120 rpm for the application in Ref. 6. As mentioned in Eq. 1, the effective thermal conductivity of wafer was associated with the layers presented in the wafer surface. During the polishing, the wafer surface was fully or partly covered with oxide copper rather other just pure copper; thus, the effective thermal conductivity was lower than that of pure copper. The value of \( \kappa_w = 217 \text{ W/m K} \) was an optimized one by fitting the model to the experimental measured data.

Based on this calibration, the model was run for all pressures, relative pad-wafer velocities, and slurry flow rates. The measured COF from each condition was smoothed with a linear regression line as described in Ref. 8. The ambient temperature that was employed as an initial condition in each case for the pad, wafer, and slurry and for calculating the convective heat loss to the air was estimated by averaging the five initial temperatures measured on the surface of the pad near the leading edge of the wafer. The ambient temperature was found to vary by as much as \( \pm 1.5^\circ\)C about a mean of 25°C, as shown in Fig. 7a. Figure 7b compares the calculated mean pad temperature rise at sample point locations with the measured mean temperatures. These are in good agreement over all conditions, thus providing added confidence in the calibration of the model. The model then provided the wafer temperature field needed for comput-
ing the reaction rates using Eq. 6. Figure 8 shows the estimated mean wafer temperature plotted against the mean leading edge pad temperature. Results show that wafer temperature rises approximately twice as fast as the pad temperature.

Figure 9 plots the modeled and measured removal rates using the estimated mean wafer temperature rather than the mean pad temperature. Compared to Fig. 5, the removal rate data is now “stretched” slightly in the horizontal direction due to the temperature rescaling. It is observed that at the lower rotation rates, there is also some scatter and apparent randomization of the data points because removal rate is dependent on 1/kT as well as on p × V.

Next, starting with the estimated mean wafer temperatures for each condition, the parameters A, E, and cp in the removal rate expression (Eq. 6) were calculated by minimizing the least-squares error between the predictions of Eq. 6 and the measured rates. The optimum values, A = 2.7 × 10^8 mol/m² s, E = 0.68 eV, and cp = 2.2 × 10^{-7} mol/Pa m³ provided a root-mean-square (rms) fitting error of 313 A. The estimated activation energy E is close to those measured in Ref. 1 and 2. The model was then re-run under all conditions and the mean removal rate calculated over the wafer surface as shown in Fig. 10. The model reproduces much of the scatter at the lower rotation rates. As mentioned earlier, the reason for the scatter is that removal rate depends on both Twa and p × V rather than just on Twa. The model captures the upward trend in removal rate with p × V, the reduction in removal rate with increased slurry flow at higher values of p × V, and the downward transition that occurs between 0.62 and 1.09 m/s.

Using the model, the underlying causes for changes in removal rate at the transition between 2.5 psi and 0.62 m/s to 1.5 psi and 1.09 m/s (at which p × V is nearly constant at 11,000 Pa m/s) were investigated. At a constant slurry flow rate of 140 cc/min, the ambient temperature, COF function, heat partition fraction, and wafer-slurry heat-transfer coefficient were systematically switched from the 1.5 psi and 1.09 m/s condition to the 2.5 psi and 0.62 m/s condition. It was found that the ambient temperature, COF, and heat partition fraction accounted for about 40% of the temperature change with the latter two accounting for most of the difference and having about equal influences. About 55% of the difference was due to a change in the convective cooling coefficient, and the remainder was accounted for by the fact that p × V was not precisely constant across the transition.

The individual values of k1 and k2 obtained from the fit are plotted against p × V in Fig. 11. This figure indicates that copper removal is mechanically limited at the lowest values of p × V and reaction limited at the higher values of p × V. The solid line is a plot of k2 = cp × p × V representing the chemical rate constant, while circles represent the chemical rate computed by averaging k1 = A × exp(−E/kTwa) over the wafer surface, where Twa is the wafer temperature in Kelvin. In Fig. 11, k2 is represented by a straight line because it depends only on p × V. The circles do not fall exactly on a straight line because k1 depends on wafer temperature which is only partly determined by p × V. Considering that removal rate is dependent on both thermal and mechanical factors, a contour plot describing the removal rate as the functions of temperature and p × V is a more appropriate representation of the removal rate characteristics of the copper CMP process. As shown in Fig. 12, the contour plot adequately captures the complex interplay among removal rate, temperature, and p × V during the process.

Conclusions

Copper removal rates were examined experimentally and theoretically as a function of frictional power density and slurry flow rate under constant boundary lubrication conditions. The observed decrease in removal rate with increasing slurry flow rate was supported by theory, which attributed the change to the cooling of the wafer by the slurry. An observed transition in the removal rate that occurred when the rotation rate was changed at nearly constant value of p × V was also theoretically explained as being due to a combination of a change in the COF, the heat partition factor, and the wafer-slurry heat-transfer coefficient, with the latter being dominant. Trends in removal rates were explained as a function of p × V and the wafer temperature using a model with both chemical and mechanical components. The model was reaction rate limited at higher removal rates, emphasizing that removal of copper, unlike oxide, was in general non-Prestonian.
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